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Abstract—In recent years, Underwater Acoustic Communications (UAC) has been a great matter of consideration because of its importance in different areas such as commercial and military applications. Underwater acoustic communications channel is known as a time-varying and doubly selective channel in both time and frequency domains. The orthogonal frequency division multiplexing (OFDM) modulation is an effective technique to communicate over challenging acoustic channels. In addition, using multiple-input multiple-output (MIMO) systems increases channel capacity which results in high data rate communications. Recently, basis expansion models (BEMs) have been widely used to estimate an underwater acoustic channel. In particular, when the channel is time-varying, the BEM model can effectively estimates the channel with a reduced number of coefficients and low computational complexity. To improve the performance of a MIMO communication channel, various beamforming techniques have been proposed in different areas. Inspired by the basis expansion modeling of an underwater acoustic channel, in this paper we develop a BEM based adaptive space-time beamforming for both the transmitter and receiver of an UAC. The Laguerre basis expansion model is employed in the linearly constrained minimum variance (LCMV) beamformer to obtain an adaptive scheme for updating the beamforming weights at the transmitter and receiver and to optimize the system performance in real-time. Our Simulation results show that the proposed BEM based beamformer method improves the Bit-Error-Rate (BER) and Minimum-Square-Error (MSE) performance substantially for a Rayleigh fading underwater acoustic channel. In particular, our method improves the BER and MSE about 10dB and 4dB compared to the discrete prolate spheroidal sequence (DPSS) method.

Index Terms— Underwater acoustic communications, Basis expansion model (BEM), MIMO-OFDM, Rayleigh fading channel

Nomenclature

- $f_l$: Doppler frequency for the lth path
- $\chi(n)$: The nth transmitted symbol
- $y(n)$: The nth received symbol in the receiver
- $\varphi_m(k)$: Orthogonal basis functions
- $\alpha_{k,m}$: Coefficient corresponding to kth basis function
- $\tau_m(\theta_l)$: Delay of the signal on mth hydrophone
- $\bar{x}(n)$: Signal vector
- $\bar{w}$: Vector weight
- $R_{xx}$: Information covariance matrix
- $C$: Constraint matrix
- $P$: Image matrix
- $S$: Steering matrix
- $\nu$: Transmitter’s weight matrix

I. INTRODUCTION

Underwater Acoustic Communications (UAC) channels are known as bandlimited channels at a low acoustic carrier frequency. This channel is a complex, dynamic communication environment. Due to multiple reflections and scattering from the ocean boundaries, this channel shows several multipaths with a large delay spread. Because of the ocean dynamics, the channel is also time-varying [1]. The orthogonal frequency division multiplexing (OFDM) modulation is an effective technique to communicate over challenging acoustic channels. Multicarrier modulation has been successfully used for an underwater acoustic communication channel. Some examples of coherent demodulation are the block-by-block based OFDM receiver [2-4] and the adaptive OFDM receiver [5, 6]. A challenging factor for the OFDM over the acoustic communication channel is the presence of Doppler spread which destroys the orthogonality among subcarriers and causes the inter-carrier interference (ICI). Elimination of ICI is necessary for improving the receiver performance which in turn needs accurate channel estimation [7, 8]. Estimating a time-varying underwater acoustic channel is a great challenge. Different methods for underwater time-varying channel estimation under the presence of multipath have been summarized in [9]. Channel estimation techniques for OFDM systems can be divided into two categories: blind
and non-blind methods. The blind methods use the statistical behavior of the received signals and require a large amount of data and they suffer performance degradation in fast fading channels. In non-blind methods, some information of the transmitted signal are available to the receiver to be used for the channel estimation [9-10]. In this article, the non-blind channel estimation techniques are employed. For a doubly-selective fading channel the number of unknown parameters is far greater than the number of pilot symbols. An effective solution to reduce the number of unknowns is using the Basis Expansion Model (BEM) [11, 12]. Instead of estimating each channel coefficient, in BEM one fits a number of basis functions with appropriate coefficients to the channel. Any set of orthogonal functions can be theoretically used to model the channel. However, the best set in practice is the one which matches the channel characteristics most. The commonly used BEMs for the purpose of underwater acoustic channels are: complex-exponential (CE) BEM which uses the set of orthogonal exponential functions as the basis [13], discrete Fourier transform (DFT) BEM which uses a few low-frequency columns of the inverse DFT matrix as the basis [14], discrete prolate spheroidal sequence (DPSS) which uses the set of eigenvectors corresponding to the largest eigenvalues of the band-limited rectangular power spectrum signal as the basis [15-16].

Fourier basis functions are used in [14] to model the time-varying channel. We can see that the Fourier basis expansion has the following problem: the rectangular window associated with the DFT introduces spectral leakage. The energy from low-frequency Fourier coefficients leaks to the full frequency range and we observe an effect similar to the Gibbs phenomenon.

The Slepian basis expansion represents bandlimited sequences with a minimum number of basis functions avoiding the deficiencies of the Fourier basis expansion. Slepian showed in [17] that time-limited parts of bandlimited sequences span a low-dimensional subspace. The orthogonal basis is spanned by the so-called discrete prolate spheroidal (DPS) sequences. The DPSS BEM provides a closer approximation to the channel and gives better error performance than the DFT BEM, but it has a performance reduction because it colors the noise when converting the channel coefficients into BEM coefficients [17].

The MIMO-OFDM systems have the important advantages of high efficiency, ISI and ICI reduction and reducing the effect of fading and interference [18]. In this paper, we use a MIMO-OFDM system which uses adaptive space-time beamforming over doubly selective underwater acoustic channels. In order to improve the performance of the system the Laguerre filters replace the traditional TDL filters in the Frost beamformer. Importantly, this matches the basis expansion model used to estimate the acoustic channel for an underwater acoustic MIMO-OFDM system.

Laguerre filters are basically IIR filters with only one pole in their structure. This pole is determined through an off-line procedure to optimize the filter response and to guarantee filter stability. Laguerre filters greatly reduce the computational complexity of conventional IIR filters while trying to achieve the minimum point of the given cost function. These features in addition to the great performance of the Laguerre beamformer make it a very attractive choice for designing broadband beamformers [19].

The paper is organized as follows. The fundamental steps of the Laguerre filter design and the procedure for finding its optimal pole are presented in Section II. In Section III, we introduce the system model with doubly-selective underwater channels and Laguerre BEM. In Section IV we analyze the MIMO-OFDM system with adaptive space-time beamformer. Simulations results are presented in Section V. Finally, concluding remarks are given in Section VI.

We will use bold lowercase and uppercase characters to denote vectors and matrices, respectively. The symbol $(\cdot)^*$ denotes the conjugate operator, $(\cdot)^T$ the transpose operator, and $(\cdot)^H$ the conjugate transpose operator.

I. LAGUERRE FILTERS

In this section principles of the Laguerre filter design are presented.

A. Orthogonal Laguerre functions

Discrete time Laguerre polynomials $l_k[n,b]$ are obtained from the following equation by using Gram-Schmidt orthogonal process [20],

$$l_k[n,b] = \sqrt{1-b^2} \sum_{j=0}^{k} (-1)^{k+j} \binom{k}{j} \binom{n+k-j}{k} b^{n+k-2j}$$

where $b$ is the Laguerre parameter ($|b|<1$), $k$ is the order of the discrete time Laguerre polynomial and $n$ is the discrete time independent variable. It can be shown that the Laguerre basic functions are obtained from the following recursive equation [20],

$$b l_k[n,k] + l_{k+1}[n,b] = l_k[n-1,b] + b l_{k+1}[n-1,b]$$

It can be shown that the discrete-time Laguerre functions have the following transfer functions [19],

$$L_k(z,b) = \sqrt{1-b^2} \frac{z^{-k} - b^k}{(1-bz^{-1})^{k+1}}, \quad k = 0,1,2,...$$

The Laguerre digital filter can be constructed based on (3) as it is shown in Fig. 1. This filter has an infinite impulse response and has one pole which can be determined to ensure a stable response. As it is shown in Fig 1, the Laguerre filter has a simple structure similar to an FIR filter yet it exhibits a performance similar to an IIR filter with guaranteed stability which is an issue in IIR filters. For the same performance, Laguerre filters require much less number of taps compared to FIR filters while providing a linear phase. As it was mentioned earlier, there is only one pole in the structure of the Laguerre filter. This pole is calculated off-line and can be selected to ensure a stable filter. There are three general methods to calculate the pole of the Laguerre filter; Chebyshev error criterion (min–max method), modified
bridging method and the least-squares method which is the most appropriate method [19].

\[
Z(k) = \sum_{n=0}^{N-1} z(n) e^{-j \frac{2\pi mk}{N}}
\]

(9)

A. Channel Estimation Using Laguerre Basis Expansion

We assume the channel variation within an OFDM block is not so fast, hence \( H_m(k) \) remains constant within a block.

The number of channel coefficients to be estimated is \( N^2 \) while the number of known values in the receiver in every OFDM block is equal to \( N \) assuming all subcarriers are pilot. To reduce the number of the unknown parameters, the channel can be expressed by basis expansion model as follows [12, 15]:

\[
H_m(k) \approx \sum_{m=0}^{q} \alpha_{k,m} \phi_m(k)
\]

(10)

where \( \phi_m(k) \) are orthogonal basis functions and \( \alpha_{k,m} \) is the coefficient corresponding to \( k \)th basis function. Now for estimating the channel in each OFDM block we have to estimate \( q \times N \) coefficients rather than \( N^2 \) (\( q \ll N \)). The simulation results show that an appropriate result can be obtained with \( 3 < q < 7 \). For \( q = 3 \), equation (6) can be written as:

\[
\begin{bmatrix}
  y(0) \\
  \vdots \\
  y(N-1)
\end{bmatrix}
= M \begin{bmatrix}
  \alpha_{0,1} \\
  \vdots \\
  \alpha_{N-1,1}
\end{bmatrix}
+ \begin{bmatrix}
  Z(0) \\
  \vdots \\
  Z(N-1)
\end{bmatrix}
\]

(11)

where

\[
M = \begin{bmatrix}
  A(0,0) \phi_0(0) & A(0,1) \phi_0(1) & \ldots & A(N-1,0) \phi_0(0) \\
  \vdots & \vdots & \ddots & \vdots \\
  A(0,N-1) \phi_0(N-1) & A(1,N-1) \phi_0(N-1) & \ldots & A(N-1,N-1) \phi_0(N-1)
\end{bmatrix}
\]

(12)

where \( A(i,j) = X(i) \exp(i,j) \) and \( \exp(i,j) = e^{j \frac{2\pi ij}{N}} \).

In this case the number of unknowns for channel estimation reduces from \( N \times N \) to \( 3 \times N \). Although the number of unknown parameters are reduced considerably with this method, there is still more than \( N \), the number of given information. To solve this problem we take note of the fact that adjacent channel coefficients are correlated. Thus we need to estimate just a few coefficients and determine the rest with interpolation. Here we assume linear interpolation for simplicity. As an example, assuming 9 pilot symbols and 3 orthogonal basis coefficients, we estimate the 1th, 5th and 9th coefficients as the BEM coefficients and calculate the other coefficients using interpolation. Therefore,

\[
H_1(n) = \alpha_{1,1} \phi_1(n) + \alpha_{1,2} \phi_2(n) + \alpha_{1,3} \phi_3(n)
\]

(13)

\[
H_5(n) = \alpha_{5,1} \phi_1(n) + \alpha_{5,2} \phi_2(n) + \alpha_{5,3} \phi_3(n)
\]

(14)
\( H_n (n) = \alpha_{n,1} \varphi_1 (n) + \alpha_{n,2} \varphi_2 (n) + \alpha_{n,3} \varphi_3 (n) \)  

(15)

By using linear interpolation between the first and fifth factors, 2th, 3th and 4th factors can be obtained as:

\[
\alpha_{k,i} = \left( \frac{\alpha_{k,j} - \alpha_{k,i}}{5 - j} \right) \times k - \left( \frac{\alpha_{k,j} - \alpha_{k,i}}{5 - j} \right) + \alpha_{k,j},
\]

(16)

where \( i \) is the number of the BEM coefficients and \( k \) is the number of the coefficients that we calculate. In the same way for 6th, 7th and 8th coefficients, we have:

\[
\alpha_{k,i} = \left( \frac{\alpha_{k,j} - \alpha_{k,i}}{9 - j} \right) \times k - \left( \frac{\alpha_{k,j} - \alpha_{k,i}}{9 - j} \right) + \alpha_{k,j},
\]

(17)

Then the other channel factors are obtained as follows:

\[
H_1(n) = \frac{\alpha_{1,1} + 3\alpha_{1,2}}{4} \phi_1(n) + \frac{\alpha_{1,2} + 3\alpha_{1,3}}{4} \phi_1(n) + \frac{\alpha_{1,3} + 3\alpha_{1,4}}{4} \phi_1(n)
\]

(18)

\[
H_2(n) = \frac{\alpha_{2,1} + 3\alpha_{2,2}}{4} \phi_1(n) + \frac{\alpha_{2,2} + 3\alpha_{2,3}}{4} \phi_1(n) + \frac{\alpha_{2,3} + 3\alpha_{2,4}}{4} \phi_1(n)
\]

(19)

\[
H_3(n) = \frac{\alpha_{3,1} + 3\alpha_{3,2}}{4} \phi_1(n) + \frac{\alpha_{3,2} + 3\alpha_{3,3}}{4} \phi_1(n) + \frac{\alpha_{3,3} + 3\alpha_{3,4}}{4} \phi_1(n)
\]

(20)

\[
H_4(n) = \frac{\alpha_{4,1} + 3\alpha_{4,2}}{4} \phi_1(n) + \frac{\alpha_{4,2} + 3\alpha_{4,3}}{4} \phi_1(n) + \frac{\alpha_{4,3} + 3\alpha_{4,4}}{4} \phi_1(n)
\]

(21)

\[
H_5(n) = \frac{\alpha_{5,1} + 3\alpha_{5,2}}{4} \phi_1(n) + \frac{\alpha_{5,2} + 3\alpha_{5,3}}{4} \phi_1(n) + \frac{\alpha_{5,3} + 3\alpha_{5,4}}{4} \phi_1(n)
\]

(22)

For simplicity, a uniform distribution for pilots is assumed for an OFDM block. For example, for an OFDM block with length of 65, the location of the pilots during the block is given by

\[
y_p = y(1), y(9), y(17), y(25), y(33), y(41), y(49), y(57), y(65).\]

III. THE PROPOSED METHOD

In this section the design process of our proposed method by using digital Laguerre filter is presented.

**Step1.** Replace the TDL filters in the conventional structure of the adaptive space-time beamforming with Laguerre filters. Fig. 2 shows the proposed structure of the system using digital Laguerre filters. The antenna array is assumed a uniform linear array (ULA).

The task of the delay block \( T_1 (\theta_0), ..., T_M (\theta_0) \) is to equalize the received signals to different antennas in the direction of the desired angle [21]. The delay can be defined as:

\[
T_m (\theta_0) = \tau_m (\theta_0) + T_0
\]

(25)

\[
\tau_m (\theta_0) = (m - 1) \frac{d}{c} \sin(\theta_0)
\]

(26)

where in (25) and (26), \( \tau_m (\theta_0) \) is the delay of the signal on \( m \)th hydrophone compared to reference hydrophone, \( d \) is the distance between two adjacent hydrophone, \( \ell \) is the velocity of sound, \( T_0 \) the applied delay to avoid negative the \( T_m (\theta_0) \) and \( T \) is the delay between two adjacent Laguerre filter taps.

If we assume \( x_{m,j}(n) \) as the broadband signal in the \( m \)th hydrophone after the \( m \)th delay block.

**Step2.** Calculating the optimum pole of the Laguerre filter based on the bandwidth of the signal by using the MSE method.

**Step3.** Determine the Laguerre filter weights by minimizing the beamformer output power. Meanwhile, we have to keep to the direction of the desired signal.
In many environments, the statistical information of the signal is constantly changing; as a result, the beamformer weights should also change to have the best response in the beamformer output. If the information of the desired signal is not available, and only the frequency band of the desired signal and its arrival angle to the antenna array are available, we can use adaptive Linearly Constrained Minimum Variance (LCMV) algorithm to calculate the array weights [22]. It should be noted that steps 1 and 2 are performed only once and only step 3 have to be performed adaptively.

A. Updating the Receiver Weights

We define $\mathbf{x}(n)$ as the signal vector and $\mathbf{w}$ as the vector weight with size $(MJ \times 1)$ as following:

$$
\mathbf{x}(n) = [x_1(n) \ldots x_M(n) \ldots x_J(n) \ldots x_{MJ}(n)]^T
$$

$$
\tilde{\mathbf{w}} = [w_{11} \ldots w_{M1} \ldots w_{1J} \ldots w_{MJ}]^T
$$

The output of the beamformer in Fig. 3 can be written as [22]:

$$
y(n) = \tilde{\mathbf{w}}^T \mathbf{x}(n)
$$

(30)

To remove the interfering signals, output power must be minimized while we have to keep on the direction of the desired signal, so the optimization problem is obtained as [23]:

$$
\begin{aligned}
\min_{\mathbf{w}} & \quad \mathbf{w}^T \mathbf{R}_{xx} \mathbf{w} \\
\text{subject to} & \quad \mathbf{C}^T \mathbf{w} = \mathbf{f}
\end{aligned}
$$

(31)

where $\mathbf{R}_{xx}$ is the information covariance matrix, $\mathbf{C}$ is the constraint matrix and $\mathbf{f}$ is the constraint vector. It has shown that by using LMS algorithm and estimation $\mathbf{R}_{xx}$ by

$$
\mathbf{X}^T \frac{n!}{r!(n-r)!},
$$

the updating equation of the receiver weights can be obtained as [23]:

$$
\begin{aligned}
\mathbf{w}(n+1) = & \frac{1}{\mu} [\mathbf{w}(n) - \mu \mathbf{y}(n) \mathbf{x}(n)] + \mathbf{F} \\
\mathbf{w}(0) = & \mathbf{F}
\end{aligned}
$$

(32)

where $\mu$ is the step size of the correction algorithm, $\mathbf{C}$ is the constraint matrix, $\mathbf{f} = [1 \ 0 \ \ldots \ 0]^T$ is the constraint vector, $\mathbf{I}_M = [1 \ 1 \ \ldots \ 1]^T$ and $\mathbf{0}_M = [0 \ 0 \ \ldots \ 0]^T$ are the vectors containing M one and M zero, respectively. $\mathbf{P}$ is the image matrix on the null space of $\mathbf{C}$ and $\mathbf{g}$ is the beginning answer vector which is calculated by the following equations:

$$
\mathbf{P} = \mathbf{I}_M - \mathbf{C}(\mathbf{C}^T \mathbf{C})^{-1} \mathbf{C}^T
$$

(33)

$$
\mathbf{g} = \mathbf{C}(\mathbf{C}^T \mathbf{C})^{-1} \mathbf{f}
$$

(34)

$$
\mathbf{C} = \\
\begin{bmatrix}
1_M & 0_M & \ldots & 0_M \\
0_M & 1_M & \ldots & 0_M \\
\vdots & \vdots & \ddots & \vdots \\
0_M & 0_M & \ldots & 1_M
\end{bmatrix}
$$

(35)

B. Updating the Transmitter Weights

Similar to the receiver weights, the transmitter weights also need to be updated in each OFDM block. The transmitter weights are calculated in the receiver by using pilot symbols and BEM coefficients in order to minimize the power of the error signal. Because all the information is available in the receiver, this update is performed in the receiver and the updated weights are sent to the transmitter through a feedback channel. We need channel information and receiver weights to calculate transmitter weights. Assume $\mathbf{r}(n)$ is the received signal on the receiver hydrophones. $\tilde{\mathbf{r}}(n)$ can be obtained by convolution of the channel and the data transmitted signal as:

$$
\tilde{\mathbf{r}}(n) = \tilde{\mathbf{h}} \mathbf{x} + \tilde{\mathbf{z}}(n)
$$

(36)

where the parameters in the equation (39) are defined as the following.

$$
\mathbf{v} = \begin{bmatrix} -v_1 \\ -v_2 \\ \vdots \\ -v_k \end{bmatrix}
$$

(37)

where in equation (37)

$$
\tilde{\mathbf{s}}_k = \tilde{\mathbf{I}}_J \odot \tilde{\mathbf{s}}_k
$$

(38)

$$
\tilde{\mathbf{s}}_k = \text{diag}(\tilde{s}_{1}, \tilde{s}_{2}, \ldots, \tilde{s}_{N_i})
$$

(39)

$$
\tilde{s}_{m_i} = \tilde{\mathbf{I}}_J \odot \tilde{s}_{m_i}
$$

(40)

$$
\tilde{s}_{m_i} = \text{diag}(s_{m_i})
$$

(41)

$$
\tilde{s}_{m_i} = \begin{bmatrix} s_{m_{1}} & s_{m_{2}} & \cdots & s_{m_{L}} \end{bmatrix}^T
$$

(42)

where $\tilde{s}_{m_i}$ is a diagonal matrix and its elements on main diagonal are $s_{m_{1}}$, where $\tilde{s}_{m_{i}}$ is the steering vector including all path delays between the $m_{th}$ hydrophone and the $k$th hydrophone compared to the first hydrophone as the reference. If we assume $s_{m_{i,l}}^k$ as the $l$th path delay, it can be defined as:

$$
\tilde{s}_{m_{i,l}}^k = e^{j\frac{2\pi}{\lambda}(k-1)d \cos(\theta_{m_{i,l}}^k)} - e^{j\frac{2\pi}{\lambda}(m_{i,l})d \cos(\theta_{m_{i,l}}^k)}
$$

(43)

where $\frac{2\pi}{\lambda}$ is the wavelength corresponding to the main carrier frequency and $\theta_{m_{i,l}}^k$ is the angle of the $l$th path between $m_{th}$ transmitter transducer and $k$th hydrophone.

Matrix $\tilde{\mathbf{X}}(n)$ includes all transmitted signals as:
where \( x(n) \) consists of all symbols of transmitted signal from different paths as:

\[
\tilde{x} = \begin{bmatrix}
\tilde{x}(n) & \tilde{0}_{L \times 1} & \ldots & \tilde{0}_{L \times 1}
\end{bmatrix}^T
\]

Vector \( \tilde{v} \) includes transmitter’s weights as:

\[
\tilde{v} = [v_1 \ v_2 \ \ldots \ v_{M_L \times 1}]^T
\]

Vector \( \tilde{z}(n) \) is including noise and undesirable interference as:

\[
\tilde{z}(n) = \begin{bmatrix}
z_1(n) & z_2(n) & \ldots & z_{M_L}(n)
\end{bmatrix}^T
\]

Therefore, the matrix of the gain of channel paths gain is defined as:

\[
\tilde{h} = \begin{bmatrix}
\tilde{a}_1 & \tilde{a}_2 & \ldots & \tilde{a}_{M_L} & 0_{(M_L-1)M_L}
\end{bmatrix}
\]

where \( \tilde{a}_{m_i} \) includes channel BEM coefficients for all paths between \( m_i \) th transmitter transducer and \( m_j \) th hydrophone defined as:

\[
\tilde{a}_{m_i} = \begin{bmatrix}
\alpha_{m_i,1} & \alpha_{m_i,2} & \ldots & \alpha_{m_i,L}
\end{bmatrix}_{1 \times L}
\]

Now we can express the output of the beamformer by using equation (36) as:

\[
y(n) = \tilde{w}^H (\tilde{h} s x v + \tilde{z}(n))
\]

The transmitter weights should be determined such that the power of the error signal is minimized while the transmitter power stays fixed. It means that \( \tilde{v}^H \tilde{v} = 1 \). Hence, the optimization problem for the transmitter can be defined as:

\[
\min E\{|e(n)|^2\}
\]

where \( e(n) \) is the error signal of the beamformer output and pilot symbol corresponding to desired signal. It is shown that by solving equation (54) in addition to using the method of Lagrange multiplier and LMS algorithm, transmit beamforming weights can be obtained as [23]:

\[
\tilde{v}(q+1) = \tilde{v}(q) + \mu \sum_{n=1}^{N} (I - \tilde{v}(q))^H (\tilde{q}) \tilde{w}^H (\tilde{q}) e(n,q)
\]

where \( \tilde{v}(q+1) \) is the transmitter’s weights vector for \( (q+1) \) th OFDM block, \( \mu \) is the step size parameter for LMS algorithm, \( e(n,q) \) is the error signal of \( q \) th block and \( I \) is the unitary matrix with size \( M_t \times M_t \).

IV. SIMULATION RESULTS

In this section, we evaluate the performance of the proposed method by means of MATLAB simulation and compare it with other BEMs commonly used in underwater communications.

Because of the time-varying nature of the underwater channel, the channel is simulated randomly similar to the conditions of article [25]. The simulated channel owns 10 paths with coefficients \( a_r(n) \) whose distributions are Rayleigh and follows equation (8). Meanwhile the average power decreases exponentially with the delay and the delay \( \tau_i(n) \) has an exponential distribution with a mean of 1 ms. Also, the Doppler rate of each path is assumed a zero mean Gaussian distribution. The speed of sound in water \( c \) is set to 1500 m/s. In addition, the carrier frequency is set to 15KHz, i.e. \( f_c = 15KHz \), with 10KHz bandwidth. The channel response and its estimation by using Laguerre basis expansion are illustrated in Fig.3. It can be observed that the estimation is very close to the real channel.

For the communication, we assume a MIMO-OFDM system where each OFDM block has 64 subcarriers with 16-QAM modulation and pilot subcarriers are uniformly distributed in the block. The constellation maps of a MIMO-OFDM system, for different number of transmitter transducer with SNR=20 dB are presented in Fig 4. As it can be seen, the symbols can be well separated with our beamforming scheme.

In order to eliminate the ISI, the guard-band \( T_g \) has to be more than the maximum channel delay. We choose \( T_g = 20ms \).

One desired signal at 90° and two interferences at 40° and 160° are assumed, and all sources are assumed to be independent of each other. The angle spreads of different paths are set to ±10°. The number of the transmitter transducers and hydrophones are respectively 4 and 6, respectively. Also, we consider the Laguerre filter with 5 taps in both sides. Fig.5 plots the MSE graphs as a function of the number of OFDM blocks for different BEM methods including CEB EM, DFT BEM, DPS BEM and Laguerre BEM at SNR=20dB. It can be observed that the performance of the proposed system is better than the other BEMs and the MSE is decreased about 4dB.

Fig.3. Underwater acoustic channel response and its estimation by using Laguerre basis expansion.
Fig. 4. Constellation maps of a MIMO-OFDM system, for different number of transmitter transducer with SNR=20 dB.

Fig. 6 shows the BER as a function of the SNR for CE BEM, DFT BEM, DPS BEM and Laguerre BEM. It can be seen that the proposed method improves the BER. It can be observed from Figs.5 and 6 that the performance of the proposed estimation method is better than the other BEMs. This improvement is due to the better performance of the orthogonal Laguerre functions to follow the variation of the channel as well as the matching created by the transmitter, channel and receiver in the proposed system. The receiver weights are set in order to compensate the channel effect and to enhance the performance of the system.

Fig. 5. MSE as a function of number of blocks for CEB EM, DFT BEM, DPS BEM and Laguerre BEM at SNR of 20dB.

The effect of increasing the number of the hydrophones on the BER in the proposed system is shown in in Fig. 7 with transmitter transducer 4.

In Fig. 8 we assume 6 hydrophone and 8 pilot subcarriers in all OFDM blocks, then the number of hydrophones is increased from one to six. It is obvious that by increasing the number of receiving antennas the BER improves significantly because by boosting the number of the hydrophones, the resolution of the system increases and the desired signal is separated easier from other interfering signals. Fig.8 shows that by increasing the number of transmitter transducer, BER decreases. This is due to the fact that, in this case we have a more focused beam at the transmitter array which results in suppressing the interferences more than before. In order to investigate the proposed system performance, Fig.9 shows the effect of increasing the pilot symbols. As we expect, increasing the number of pilot symbols causes the LMS algorithms to converge faster and consequently the BER improves greatly.
The selection of the number of the pilots depends on the channel condition. If the channel variation is smooth and relatively small, the number of pilots which is needed is low. On the other hand, if the channel is fast time-varying, to improve the system performance, the number of pilots must be increased.

In order to compare performance of proposed method with and without beamforming, the BER curve is plotted in Fig. 10. We assume a single-input single-output (SISO) system, a single-input multi-output (SIMO) system which uses adaptive space-time beamforming in the receiver and a MIMO system which uses adaptive space-time beamforming in both transmitter and receiver. As we can see, using beamforming improves the system performance and significantly decreases BER.

In order to show the great performance of the system in an UAC channel, Fig. 11 show the BER as a function of the number of paths for different number of hydrophones and SNR=20dB. As we can see by increasing the number of paths, the BER increase. In this case increasing the number of hydrophones can improve the system performance.

One of the important advantages of the proposed method is the reduction of the computational load compared to Frost beamformer. Table 1 shows the volume of computation of proposed method and Frost beamformer to have the same performance for both systems.
In order to investigate the ability of the proposed method for environmental interference removal, the received beampattern is plotted in Fig.14 whereas Fig.15 shows the transmitted beampattern for the proposed system.

As we know, when the transmitter or receiver beampformer weights reach their optimal values, the main lobe of the patterns should point to the receiver angle. We assume a MIMO-OFDM system with four transmitter transducers and six hydrophones with 8 pilots. It can be observed that the efficacy of the beamforming in the receiver is better than the transmitter. By increasing the number of the transmitter transducers and hydrophones we can have directional patterns which provide better selectivity for the receiver at the desired direction and it also imposes higher attenuation to the interference sources. In addition, beampatterns can also exhibit clear nulls at interference directions.

Fig.14. Receiver beampattern for \( M = 4, 6, 8 \) in proposed system

Fig.15. Transmitter beampattern \( M = 4 \) in proposed system

V. CONCLUSION

The time-varying nature of the underwater acoustic communication channels is a big challenge for communicating over this channel. In this paper, a new BEM based on orthogonal Laguerre functions was proposed both for channel estimation and beamforming for a MIMO-OFDM system. It was shown that the Laguerre basis expansion model has the ability to follow the channel variation in real-time. Then the BEM coefficients were estimated with an appropriate accuracy using Newton interpolation. A new MIMO-OFDM system, in which adaptive beamforming was utilized in both transmitter and receiver was also proposed. It is notable that in this system the adaptive beamformer was constructed based on Laguerre filter design. In order to have matching between transmitter, receiver and the channel, Laguerre basis expansion was used to estimate the channel coefficients as well as adaptive beamforming. The better performance of the proposed method compared to the other common BEMs was also illustrated. As we can see, the simulation results show a great improvement in performance. The BER and MSE improve about 10dB and 4dB in comparison with DPSS BEM. The advantages of the proposed method can be enumerated as: reduction of the number of weights, reduction of the volume of computation, real-time design and great performance improvement. Due to the inherent stability of the Laguerre filters compared to IIR filters, we are not concerned about any instability issue in real-time scenarios.

REFERENCES


